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1. INTRODUCTION

Let II" denote the set of polynomials of degree n or less and let Ii !! be the
sup norm on C[a, b]. It is well known that

for each I E era, b] there exists a unique PI ElIn

which satisfies III - PI II ~ III - P :1 Vp E IIn . (Ll)

For fixed n, PI is called the polynomial of best approximation to f One of the
basic theorems strengthening this result is the Strong Unicity Theorem which
guarantees the existence of a positive constant y depending only on I for
which the inequality

111- P II ~ III - PI II + y II P - PI II holds Vp E ITn . (1.2)

See, for example, Cheney [1, pp. 80-8IJ. We say in this case that PI is
strongly unique.

In the theory of monotone approximation the set of approximating
elements lIn is replaced by the set M n = {p E lIn Ip'(x) ?- 0 Vx E [a, b]}.
Lorentz and Zeller [4J have shown that (Ll) holds if we replace lIn by M"
(PI is then called the monotone polynomial of best approximation). Our
main result is an example which shows that (1.2) need not hold with lIn
replaced by M nand Pt replaced by the best approximation to f from M n •

Let IE C[a, b] and let Pt E !vI" be the monotone polynomial of best
approximation tof. We define the two sets of "extreme points" in [a, b]

A = {x I I f(x) - pt(x)1 = i:f - Pi II}
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B = {x i pix) = O}. (1.4)

Also define u(x) = [f(x) - pix)]!llf - PI II for ff: M n • Lorentz and Zeller
[4] prove the following:

LEMMA 1.1. PI is the monotone polynomial ofbest approximation toffrom
M n ifand only if there exist points

and

xi EA,

YjEB,

i = 1,2,... , f-I-

j = 1,2,... , ,\

and corresponding numbers (Xi > 0, i = 1,2,... , f-I- and f3j > 0, j = 1,2,... , ,\
such that fL + ,\ ~ n + 2 and

for all P E IIn •

~ A

L (Xia(Xi) p(X;) + L (3iP'(Yj) = 0
i~l j~l

(1.5)

Moreover, if we let e denote the number of the Yi which are equal to a or b,
the proof of Theorem 9 of [4] gives

f-I- + 2'\ - e ~ n + 2. (1.6)

The following theorem follows from the above result, but has a direct
proof and is due to Roulier [6].

LEMMA 1.2. IfPI is the best approximation to f from M n and if B = 0

(i.e., p;Cx) > 0 on [a, b]) then in fact PI is the best approximation to f from []n

on [a, b].

These two results together with the results on Birkhoff interpolation used
in [4] will be our chief tools in the remaining sections.

The study of strong unicity and Lipschitz constants in settings other than
the classical one have been studied in [3] for shrinking intervals and in [2]
and [8] for changing dimension.

The last two sections obtain modified strong unicity and continuity results
for the best monotone approximation.
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2. A COUNTEREXAMPLE
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Example of a function whose monotone polynomial of best approximation
is not strongly unique. Let

1 . 1 )3
f(X) = 2 - X

2 + ~X - 31/2 ' XE(-l,l].

CLAIM 1. The best monotone approximation to f out of Il3 on [-1, 1] is
PtCx) = (x - 1/31/2)3.

Proof For the proof of this claim we appeal to Lemma 1.1. We see that

A = {x I If(x) - pix) I = !If - P.t II} = {-1, 0, I},

B - rx I p'(x) - O} - 1_1_1
~. t- 'I - - /31/ 21'

( -) - f(x) - pix) A (1) 1
a.x - II.f _ II' x E c=> a - = - ,

'.' Pt '"
a(O) = 1, and a(l) = - I .

The fact that

(2 - 31 / 2)[a(-1)p(-1)] + 4[a(0)p(0)] -j- (2 + 31 /
2)[a(1)p(1)]

_ 2(3)1/2 ' (_1) = 0
r P 31 /2 .

(2. 1)

holds for all p E Il3 allows us to invoke Lemma 1.1 which establishes the
claim. In order to verify (2.1), simply observe that it is valid for p(x) = 1,
p(x) = x, p(x) = x 2, and p(x) == x 3•

Now fix ,'X E (0, 1) and define:

. 1 . 3

Pn(X) = (x - 31.'2) + n:x(x2 - (l - ex»

- (1 + .v) x 3 _ 31 (2 X 2 ..L (1 _ 'I .L ,,21x __1__
- ,~ • • I ~ , '~r 3(3)1/2 .

Then p~(x) = 3(1 + .x) x2 - 2(3)l/2X ..j.. (l - ex + .:x2). The discriminant of
p~ is 12 - 12[(1 + rx)(1 - 'X + (\.2)] = -12rx3 < O. Therefore P~ does not
change sign and since p~(O) > 0 we have p~(x) > 0, X E [-1, 1]. Thus,
Po. E Afa ·

CLAIM II. II Pn - PI II = [2rx/3(3)1/2](1 - ex)3/2 for 0.: sufficiently small.

Proof Note that [Pn - PI](X) = 'Xx3 - 'X(I -:x)x. It is a simple exerci~;e

to show that for ex sufficiently small IPo(x) - PI(X) I = II Pn - Pill at x
:::::((1 - cx)/3)1/2, and that II p~ - Pf II = [2n:f3(3)1/2](l - C'<:)3/2 in this case.
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CLAIM III. Ilf - Prx 1/ = ! + ex2
•

Proof Observe that 1[1- prxl(1)I = I-! + rx - ex2 - rx I = ! + rx2• Thus
we must show that

1[1 - prx](x)1 ~ ! + ex2
,

So, suppose I x I ~ 1. Then we have,

xE[-l,l]. (2.2)

and

(1 - x2)(1 - x) ~ 4.

(2.3)

(2.4)

From (2.3) we obtain x 2(1 - X)2(1 + X)2 ~ 4(1 - X)2(1 + x). Thus
(x - X 3)2 - 4(1 - x)(1 - x 2) ~ 0, and the quadratic in ex (1 - x) ex2 +
(x - x 3)ex + (1 - x 2) does not change sign (and thus is nonnegative). That
is, 0 ~ ex2 - ex2x + exx - exx3 + 1 - x2, which gives

(2.5)

From (2.4) we obtain (1 + x)(1 - X)2 ~ 4. Thus x 2(1 + X)2(1 - X)2 ~

4(1 + x) x2, and (x - X 3)2 - 4(1 + x) x 2 ~ O. Hence, the quadratic in ex,

(1 + x) ex2 - (x - x3)ex + x2 does not change sign (and is thus nonnegative.)
That is, 0 ~ ex2 + ex2x - rxx + rxx3 + x 2 which gives

(2.6)

It now follows from (2.5) and (2.6) that -1 - rx2 ~ -x2 + (x - x3)ex 
xrx2 ~ rx2. Hence, -t - ex2 ~ t - x2 + (x - x3)rx - xex2 ~ ! + ex2, and so
1[1- prx](x)1 ~ t + ex2• We now combine Claims I, II, and III to find that
for 0 < rx < 1 and ex sufficiently small,

II! - prxll-II! - Pill
Ilprx -Prll

~ + rx2 - -21 3(3)1/2
-,,=----'----=--- = -2- ex(1 - ex)-3/2.

2rx (1 )3/2
3(3)1/2 - ex

Hence we can make the above expression as small as desired by taking rx
sufficiently small. This clearly shows the impossibility of obtaining a
"strong unicity" constant for f

3. STRONG UNICITY FOR SOME CASES

In this section we show that the monotone polynomial of best approxi
mation is strongly unique if it's degree is less than or equal to two.
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THEOREM 3.1. IfPt is the best approximation from M n to f on [a, b] and
if the degree ofPt is 0, 1, or 2 then Pt is strongly unique.

This shows that the counterexample in the previous section could not have
been of lower degree.

LEMMA 3.1. If Pt E M", and {XiW~1 C A are as in Lemma 1.1 and if
Pt - P E M n and max1<i<,. a(xi) P(Xi) ~ 0, then P = O.

Proof Suppose Pt - P E M n and maxg;;i<,. a(x;) p(x;) ~ O. Then
L~~1 cxia(X;) P(Xi) ~ 0 (since CXi > 0), and we conclude from (1.5) that
L~~1 f3jp'(Yi) ~ O. But Pt E M n implies that p;Cy;) = 0, j = 1,..., A, and
p;(Yj) = 0 for a < Yi < b. Thus p'(y;) ~ O,j = 1,... , ,\, and (1.5) gives

p(Xi ) = 0,

p'(y;) = 0,

i = 1,... , fL,

j=I, ... ,A..

(3.1)

(3.2)

Therefore [Pt - P]'(Yj) = 0, j = 1,... , A. But Pt - P E AfT! implies that
[Pi - P]"(Yj) = 0 if a < Yj < b. Thus

for a < Yi < b. (3.3)

Hence, (3.1), (3.2), and (3.3) furnish the data for a Birkhoff interpolation
problem. Now, (1.6) and the techniques in [4] prove the lemma.

LEMMA 3.2. If'\ = 1,.J!I = a (or b), and if {Pk}k'=1 satisfies

(3.4}

uniformly on [a, b],

for k = 1,2, ... ,

(3.5)

(3.6)

lim sup (m~x a(xi) Pi,,(X,» ~ 0
k-HY:J l:::;';l~/-I.

thenp - O.

Proof Lemma 1.1 gives constants

(3.7)

(Xi > 0, i = 1'''',!L and ,81 > 0

for which

for all P E IIn .

,.
I CXia(Xi) P(Xi) + f31P'(Yl) = 0
;~1
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Thus for each k = 1,2,... we have

"I (Xia(Xi) h(X;) = -f3IP~()lI) ~ O.
i~l

Moreover, since P~ -->- p' uniformly on [a, b] also, we have P'(h) :::;; O.
Thus, as above, we have

"I (Xia(Xi) P(Xi) ~ O.
i~I

On the other hand, it follows from (3.5) and (3.7) that

m~x a(xi) p(X;) :::;; O.
l~l~l-l

(3.8)

(3.9)

It now follows from (3.8) and (3.9) and the fact that (Xi > 0 for i = 1,
2, ... , fL, that a(x;)p(x,.) = 0 for i = 1,2,... , fL. But a(xi) = ±I for i =
1'00" fL. Hence,

p(x;) = 0 for i = 1,2'00" fL. (3.10)

Now, it follows from (1.5) and the fact that A. = 1 and)lI is an endpoint,
that,

fL~n+1. (3.11)

Hence, it follows from (3.10) and (3.II) that p has at least n + 1 zeros.
Thus, the proof of Lemma 3.2 is complete.

Define,

- \ - p(x) , IQ - /q I q(x) - TIPlf 'PI - P E M n , II P II TO. (3.12)

LEMMA 3.3. IfA. = 1, andYl = a (or b) then infqEQ maXI';;;i';;;" a(xi) q(x;) =
y > O.

Proof Assume that the lemma is false. Then there is a sequence
{q,,}'r:~1 C Q such that

Since, II qk II = 1 for k = 1,2'00" we may assume without loss of generality
that lim,,_oo q", = q E lln and the convergence is uniform. Moreover, II q II = 1
and
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On the other hand

By Lemma 3.2 then, we see that q ~ O. But this contradicts Ii q:1 = 1. Thus,
Lemma 3.3 is proven.

Proof of Theorem 3.1. The proof considers three cases:

Case 1. pXx) > 0 on [a, b]. In this case Lemma 1.2 shows that Pt is the
ordinary best approximation to f from II" . Thus strong unicity follows from
the classical strong unicity theorems.

Case 2. pXx) ~ 0 on [a, b]. Define Q as in (3.12). We see that if q E: Q
then

Now assume that

inf max a(x;) q(x;) ~ O.
ClEQ l~i~1J.

Then there is a sequence {qn}~=1 , qn E: Q for 11 = 1,2,... , such that

Since {qn}~~l has a convergent subsequence we may without loss of generality
assume limn_co q" = ij uniformly on [a, b]. Now !I q 11 = 1 and

Moreover, since q~(x) :0:;; 0 on [a, b] for all n we have

ij'(x) :0:;; 0 on [a. b],

implying that Pt - ij E: !vI" . Thus Lemma 3.1 gives ij ~ 0, a contradiction.
Hence.

inf max a(x,) q(x,) = 7 > O.
qEQ 1";;;";:,"

To show strong unicity now let p E: M" ,P ± Pt, and define

( _) _ pix) - p(xl
q.\ - II I". pj - PI
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Then qE Q and
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with T independent ofp.
Choose x* E A such that

a(x*) q(x*) ~ T.

Now,

IIf - P II ~ a(x*)(f(x*) - p(x*»

= a(x*)(f(x*) - ptCx*» + a(x*)(ptCx*) - p(x*»

= Ilf - PI 1/ + a(x*) q(x*) II PI - P II
~ I/f - PI II + T II PI - P II·

This completes the proof for Case 2.

Case 3. Either p;Ca) = 0 or p;Cb) = O.
We assume without loss of generality that p;Ca) = O. In this case

Lemma 3.3 applies. Thus if Q is defined as in the previous case we have

inf max a(xi) q(Xi) = T > O.
qEQ I';;;i';;;"

The remainder of the proof now proceeds as in the last part of the previous
case. I

4. MODIFIED STRONG UNICITY

In this section we present two theorems which show that strong uniqueness
results of a modified nature are possible for all n. The first result gives (1.2)
for all n but only for all p satisfying 0 :(: p'(x) :(: p;Cx) on [a, b]. The second
result holds true for all p E M n but II p - Pt II in (1.2) is replaced by lip - Pt II',
where II . II' is a certain seminorm.

TH'EOREM 4.1. Let fE C[a, b] and let PI be the monotone polynomial of
best approximation to f on [a, b]. Then there is a number T > 0 such that

Ilf- pil ~ Ilf - Pill + Tllpt - pil

for all P for which both P E M n and p'(y;) = 0 for j = 1,... , A. (This includes
the case P E M n and Pt - P E M n .)
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Proof Consider the set Ql = {q i q(x) = p(x)/Ilp ii, where p'(Yj) = 0,
j = 1,... , Aand P, - P E Mn , and where p =1= OJ.

We will show that

inf max a(x) q(x) = T > 0,
qEQl XEA.

(4.1)

where u is as defined in Section 1. To see this, assume that (4.1) is false.
Then there exist qm E Ql, In = 1,2,... , such that

lim sup max a(x) qm(x) :s;; O.
m---l'CO xEA

Moreover, we may without loss of generality assume that there is q such that

uniformly on [a, b]. Now,

qEII,.

and so by (1.5) we have

~ .
L tXia(Xi) q(x;) + L fJ4(yJ = O.
i~l j~l

Furthermore, we have

for j = 1,2'00" It,
and

(4.2)

(4.3)

for each Yi E (a, b).

Thus, q must also satisfy

for j = 1, 2"00" ,\,

and

for aU Yi E (a, b).

This, the fact that a(x) q(x) :s;; 0 for all x in A, and (4.2) show that

for i = 1,... , fL. (4.4)

Hence, by the same method as that used in the proof of Lemma 3.1 we have
q = O. But II qm 11 = I for In = 1,2'00' . Hence, il q II = 1. This is a contra
diction. This proves (4.1). Theorem 4.1 now follows easily as we will show.
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Let P Elln satisfy P E M n and p'(yJ = 0 for j = 1,... , A. Let rex) =
pix) - p(x). If p =I' PI then II r II =1= 0 and

rex)
q(x) = WEQ1'

Now, by (4.1)

max a(x) q(x) ? T > O.
XEA

Choose x E A such that

a{-x) q(.x) ? T.

Then,

a(x)(pix) - p(x» ? T II PI - p II.

Now observe that,

II! - p II ? a(.x)(f(x) - p(x» = a(x)(f(x) - pix» + a(x)(pix) - p(i»

= II! - PI II + a(x)(pix) - p(x» ? II! - PI II + T II PI - P II· I

THEOREM 4.2. Let the hypotheses be those of Theorem 4.1. Then there is
a number p > 0 such that

II! - P II ? Ilf - PI II + p II PI - P II'

for all p E }vIn , where

II gil' = l~lJIL (I g(xi)l, Ig'(yJI)
l~j~A

and where Xi , i = 1, ... , p. and J'i ,.i = 1,... , Aare as in Lemma 1.1.

Proof For p E lln define

II P II' = m;lx (I p(xi)l, Ip'(Yi)I)·
1~1~p,
l:s;;;r~,1t

II II' is easily seen to be a seminorm. Now define

Q(fL, A) = !q I q(x) = ~~~?, ,where II P II' i= 0, and PI - P EO M n!.

We claim that,

inf m;lx a(x;) q(Xi) = P > O.
QEQ(IL,A) 1~1~1L
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To see this, assume that there are

q·m E Q(fL, A),

such that

111 = 1. 2, ... ,

lim sup m~x a(x;) qm(X;) ~ O.
m-rx) l~l~f.L

Also, since PI - P E Mil ,

(4.5)

for i = 1,... , A.

Furthermore, it follows from (1.5) and this last expression, that

Thus, "\lith (4.5), we have

But then by (1.5) and the fact that q;"(yJ ~ 0 for j = 1, ... , I, we have

lim q~,(yJ = 0
In--4'X)

for .i = 1, ... ,.:\.

Thus again by (1.5) we get limm~.xJ a(x;) qrn(x;) = 0 for i == 1, ... , l-i. Since
a(x;) == ±1 for i = 1,..., fL, and Ii . II' is a continuous seminorm on II"
we have

lim II q", II' === O.
In-'X

But for each 111, II q", Ii' = 1. This is a contradiction. Thus, the claim is proved.
The remainder of the proof proceeds as in the last part of the proof of
Theorem 4.1. I

5. CONTINUITY OF THE OPERATOR Hi) = PI

It is weU known that the strong unicity theorem in the classical case
implies a local Lipschitz condition for the best approximation operator.
This, of course, implies the continuity of this operator. See Cheney [1, p. 82).

In this section, we will obtain a modified Lipschitz condition for the best
monotone approximation operator and then use this to conclude that this
operator is continuous.

For each fin C[a, b], as above, let PI denote the best approximation to f
from !lIn.
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THEOREM 5.1. Let f E C[a, bJ. There exists a positive number K such that
for all g E era, bJ

(5.1)

II II' is as defined in Theorem 4.2, and we may take K = 2jp, where p is the
constant obtained in Theorem 4.2.

Proof The proof proceeds exactly as in the classical case [1, p. 82J. Since
the proof is short, we reproduce it here. Observe that by Theorem 4.2

II Pt - P II' ~ ! ([If - P II - Ilf - Pt II)
p

for any P E Mn .

Thus ifP = Pu for some g E era, bJwe have from (5.2)

Ilpt - Pu Ii' ~ ~([If - Pu li-lIf- Pt II)

~ ! (lif - g II + II g - Pu II - Ilf - Pt II)
p

1
~ - (Ilf - gil + Ii g - Pt II - II! - Pt II)

p

1
~ - ([If - gil + II g - fll + Ilf - Pt II - Ilf - Pt II)p

2
~ -Ilf - g II· I

p

(5.2)

The second theorem can now be proved. The proof depends on (5.1) and
the theory of Birkhoff interpolation.

THEOREM 5.2. The operator T(f) = Pt is continuous on C[a, bJ.

Proof It suffices to show that iffE C[a, bJ and if {gm};;:;=l is a sequence
of elements of era, bJ satisfying limm~", gm = f uniformly on [a, bJ. Then
limm~", T( gm) = T(f) uniformly on [a, b]. Consider such a sequence
{gm}:=l·

It follows immediately from (5.1) that

lim II 1(f) - 1(gm)II' = O.
m~oo

(5.3)
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Ii T(g",,)il ~ Ii T(gm) - gm ii + II gm il
~ II gm Ii + II gm II ~ 1 + 211f:1

3i

for m sufficiently large. Thus, {T( gm)}~~l is bounded. Now assume that
limm~ce T(gm) oF T(f). Then there is EO > 0 and a subsequence {T( gm)}~=1
such that

Ii T(gm,) - T(f)11 ~ EO (5.4)

k = 1,2,.... Furthermore {T( g"")}~=l is bounded. Hence, this sequence
has a subsequence which converges. We may assume without loss of generality
that the sequence itself converges to q E M n .

We will now show that q = T(f), and thus reach a contradiction to the
above assumption.

Define Pi.: = T(g",) and PI = T(f). It follows from (5.3) that

i = 1, ... , I-'-

and

j = 1, ... , I,.

On the other hand, since lim,,~<X) Pk = q we have

and

q'(Yj) = pi(Yj)

for i = 1, ... , fL

for .i = 1,... , It

(5.5)

(5.6)

Moreover, since both q'(x) ;;?: 0 on [a, b] and p;Cx) ;;?: 0 on [a, b] we have

for all )'i E (a, hi.

Now by (1.6) the total number of conditions in (5.5), (5.6), and (5.7) is
no less than n + 2. Thus, it follows as in [4] that the Birkhoff interpolation
problem described by (5.5), (5.6), and (5.7) has a unique solution. Hence,

q - PI = T(f).

This is the desired contradiction, and Theorem 5.2, is proved. I
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6. REMARKS

We note here that in the counterexample in Section 2 the polynomials
prix) do not satisfy

p~(x) ~ pt(X).

In fact,

pf(l) = 2(2 - 31 / 2) < 2(2 - 31 / 2) + lex + ex2 = p~(l).

Hence, as expected no pCf. satisfies the hypotheses of Theorem 4.1.
On the other hand, to see how this example fits into the setting of

Theorem 4.2 we observe that

II PI - pCf.II' = Ipil) - pCf.(l)1 = Ip~(l/31/2)1 = ex2

and

II! - pCf. II - II! - PI II = ex
2 = 1

il PI - pCf. ii' a2 for all ex > O.

The fact that strong unicity fails to hold for monotone approximation is
somewhat surprising. On the other hand, the failure of classical theorems
to hold for modified cases is not unusual and in fact an example is shown
in Roulier and Taylor [7] which establishes that the polynomial of best
approximation from a class of polynomials with restricted ranges of the first
derivative need not in general be unique.

It would be interesting to investigate the other constrained approximation
theories from this point of view. That is, for which problems does strong
unicity hold.-

The question of whether or not the best monotone approximation operator
satisfies a local Lipschitz condition remains open at this point.
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